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Course Description

�e primary goal of this course is to introduce modern nonparametric and semiparametric techniques
in econometrics. �e course contains three parts. In the �rst part, we provide a rigorous introduction
to kernel methods, which are routinely used to estimate probability density functions and regression
curves. In the second part, we brie�y discuss an alternative class of nonparametric estimators, the class of
so-called series estimators. Finally, in the third part, we examine econometric models that involve both
�nite and in�nite dimensional components. �e focus will be on estimation and inference techniques for
the �nite dimensional component in such semiparametric models. We provide a uni�ed framework to
analyze asymptotic properties of semiparametric estimators, and thenwewill study in detail the problem of
estimating average treatment e�ects under selection on observable. If time permits, we will also introduce
the semiparametric e�ciency theory.

�e course will be taught at an advanced level. It is designed as a course for students who plan to choose
econometrics as their primary �eld or secondary �eld, and for students who want to understand and use
sophisticated empirical techniques in their research. Prerequisites are Econ 220A, B and C.

Useful Information

�e information below re�ects the current schedule. Please check the syllabus and Canvas announcements
regularly for updates.

Instructor: Xinwei Ma (x1ma@ucsd.edu).
Class Website: Canvas.
Lectures: Monday/Wednesday, 3:30-5:00pm @ Economics Building 300.
O�ce hours: Tuesday, 11:00am–12:00pm, or by appointment @ Economics Building 225.

Assessment

�e �nal grade will depend on one take-home midterm exam (40%), and one take-home �nal exam
(60%). �e midterm exam will be posted on February 6, and the �nal exam will be posted on March 15.
You will have one week to work on each of the exams.

Midterm and �nal exams should be submi�ed electronically through the course website.

Schedule

�e following is a tentative schedule of this course, and is likely to change depending on our pace through
the quarter. I reserve the right to modify this schedule, and add/replace some topics as needed.

mailto:x1ma@ucsd.edu


Week 1

– Topics: overview of the course · kernel density estimation · bias and variance expansion · asymptotic
normality · bandwidth selection · multi-variate density estimation · density derivative estimation

– References: Li and Racine (2007) · Pagan and Ullah (1999)

Week 2

– Topics: uniform convergence rate · optimal (minimax) rate
– References: Silverman (1978), Stone (1980), Pagan and Ullah (1999), Li and Racine (2007)

Week 3

– Topics: local constant estimation of conditional mean · local polynomial regression · regression discon-
tinuity designs

– References: Fan and Gijbels (1996), Pagan and Ullah (1999), Li and Racine (2007), Calonico, Ca�aneo
and Titiunik (2014), Ca�aneo, Jansson and Ma (2019a)

Week 4

– Topics: characteristic function · classical measurement error · kernel deconvolution
– References: Zhang (1990), Fan (1991), Feller (1991)

Week 5

– Topics: series estimation of conditional mean · pointwise, uniform and L2 convergence rates · asymp-
totic normality

– References: Newey (1997), Pagan and Ullah (1999), Chen (2007), Li and Racine (2007), Ca�aneo and
Farrell (2013), Belloni, Chernozhukov, Chetverikov and Kato (2015)

Week 6

– Topics: introduction to semiparametric problems · examples of semiparametric estimators · average
density estimation

– References: Bickel and Ritov (1988), Ritov and Bickel (1990), Newey and McFadden (1994), Pagan and
Ullah (1999), Chen, Linton and van Keilegom (2003), Tsiatis (2006), Li and Racine (2007), Ca�aneo and
Jansson (2019)

Week 7

– Topics: selection on observable · treatment e�ect · inverse probability weighting · asymptotic expansion
and asymptotic normality

– References: Hirano, Imbens and Ridder (2003), Tsiatis (2006), Imbens and Wooldridge (2009), Ca�aneo
(2010), Abadie and Ca�aneo (2018)

Week 8

– Topics: bias fo semiparametric estimators · small bias property · small bandwidth and many covariates
asymptotics

– References: Newey, Hsieh and Robins (2004), Ca�aneo and Jansson (2018), Chernozhukov, Escanciano,
Ichimura and Newey (2018), Ca�aneo, Jansson and Ma (2019b)



Week 9

– Topics: e�ciency of parametric maximum likelihood estimators · introduction to semiparametric e�-
ciency theory

– References: Newey (1990), Bickel, Klaassen, Bickel, Ritov and Wellner (1998), van der Vaart (2000),
Tsiatis (2006), Kosorok (2008)

Week 10

– Topics: parametric submodel · tangent space · regular estimator · irregular estimator · e�cient in�uence
function and e�ciency bound · e�ciency bound of the average treatment e�ect

– References: Newey (1990), Bickel, Klaassen, Bickel, Ritov andWellner (1998), Hahn (1998), van der Vaart
(2000), Hirano, Imbens and Ridder (2003), Tsiatis (2006), Kosorok (2008), Ca�aneo (2010)

References

Abadie, A. and Ca�aneo, M. D. (2018). “Econometric Methods for Program Evaluation,” Annual Review of
Economics, 10, 465–503.

Belloni, A., Chernozhukov, V., Chetverikov, D., and Kato, K. (2015). “Some New Asymptotic �eory for
Least Squares Series: Pointwise and Uniform Results,” Journal of Econometrics, 186(2), 345–366.

Bickel, P. J., Klaassen, C. A., Bickel, P. J., Ritov, Y., andWellner, J. A. (1998). E�cient and Adaptive Estimation
for Semiparametric Models, New York: Springer.

Bickel, P. J. and Ritov, Y. (1988). “Estimating Integrated Squared Density Derivatives: Sharp Best Order of
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